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1 Introduction

During the history of economic research scientists mostly relied on the assumption that technological change (TC) was given exogenously. In this respect, Solow (1956) introduced a growth model in which that part of growth that cannot be explained through capital accumulation was summarized as a residual, the familiar Solow residual or total factor productivity (TFP). In this view, TFP growth is the sole factor responsible for the increase in per capita income, and TFP is a function of time only. Many neoclassical growth models incorporated this approach without further questioning the assumption of exogenous technological progress, thus relying on a steady state growth path.

More recently, with the development of environmental economic models, other methods were established which were still based on exogenous technological progress. One example is autonomous energy efficiency improvement (AEEI), see e.g. Nordhaus (1994), Löschel (2002) for details. The AEEI parameter captures non-price driven technology improvements that influence energy intensity. It can be based either on changing ratios of energy and the total production level or on a more efficient energy use in one industry, i.e. structural or sector specific changes. Due to the autonomy of the described aspects, AEEI does not explain the causes of technological progress. However, this approach yields more insights to TC than simple TFP growth and differentiates sources of productivity growth to a higher degree.

Another method to incorporate technological change in energy-economic models is the use of backstop technologies, see Löschel (2002). In contrast to exhaustible energy carriers, these technologies are resources that are unlimitedly available, but usually at high marginal costs. Hence, examples of backstop technologies include solar power or nuclear fusion. As the prices of exhaustible sources rise the less amounts are obtainable, backstop technologies become relatively cheaper and thus substitute the former. In this way, technology changes due to the substitution of different energy-generating processes, but this is still no representation of endogenous technical progress.

In recent times, a broad range of literature concretely dealt with endogenous technological change (ETC). A significant difficulty regarding this aspect is the requirement and availability of data which is necessary to calibrate and verify certain models incorporating ETC. Our particular objective in this paper is to figure out what information is needed, what kind of data ETC models use and the data sources that already exist. In order to do that, we first describe the principal sources of endogenous technological progress in section 2. Section 3 points out different modelling approaches for the representation of ETC. Following this, section 4 shortly depicts several ETC models and informs about their applied data sources. Additional databases and the possibilities of their application are presented in section 5. Section 6 concludes and attempts to establish questions for further research with special interest to environmental subjects.

2 Main Elements Driving Technological Progress

Recent studies, especially from the past decade, question the supposition of exogenous technological progress, stating that TC is indeed to a high degree endogenous. This aspect obtains special relevance with regard to the environmental challenge the world is faced with. Many scientists and politicians proceed from the assumption that tremendous technological progress is necessary to improve greenhouse gas abatement. Hence, endogenous TC might be a useful tool for assessing possible future mitigation policies which do not excessively diminish the welfare level.


First attempts of endogenizing TC had already been made by Schumpeter (1942). He introduced a concept of TC including three stages, the invention of a product, its innovation, and eventually its diffusion.
 Nowadays, scholars generally distinguish three principal sources driving TC, namely corporate and public investment in research and development (R&D), spillover effects and learning-by-doing (LBD), see e.g. Löschel (2002), Clarke et al. (2006a) or Pizer and Popp (2007). Let us first characterize the basic features of these main elements and describe possibilities to incorporate them into economic models. An additional important subject is the diffusion of new technologies which will be treated shortly in the final part of this section.

2.1 Investment in R&D

TC is an economic activity in which agents maximize their profits. By investing in R&D they try to decrease the production costs in the long run and thus establish market advantages. Following this train of thoughts, we can consider investment in R&D as a decision on the stock of knowledge. Sue Wing and Popp (2006), for instance, present an approach where knowledge is treated as capital whose accumulation is determined by its level of investment and its depreciation rate. The key problem of this view is the imperfection of knowledge markets. First, Löschel (2002) finds that recent models treat knowledge as a non-rival and not fully appropriable good. Research results cannot be completely predicted and R&D efforts frequently involve high costs. Both facts enhance the degree of uncertainty. Second, investment in R&D creates spillovers, see Sue Wing and Popp (2006), Pizer and Popp (2007), with the consequence of a wedge between private and social returns to R&D. We will discuss this aspect in more detail in the following subsection. In general, there are two main reasons for investing in R&D, see Pizer and Popp (2007). If innovative efforts are done out of the needs of the market’s demand-side, we refer to a demand-pull influence. In contrast, research performed due to scientific advances is referred to as a technology-push influence.

Clarke et al. (2006) call attention to the broad range of activities inherent in R&D investments. Regarding the focus of research they classify basic research, i.e. research focusing on fundamental scientific understanding, whilst applied research attempts to improve specific technologies. Although the former basically deals with theoretical background work, it is not free from application-oriented goals. Another distinction can be made with respect to the institutions funding R&D so that we can categorize public and corporate research investment. As mentioned above, private and social rates of return usually differ largely where the latter are generally higher than the former. Firms thus “underinvest” in R&D because they ignore the social returns. It is for this reason that governments often finance research efforts, see Pizer and Popp (2007). Particularly in climate policy models this issue becomes relevant because the public sector might be motivated to induce certain policies whereas the private sector responds to those policies, see Clarke et al. (2006). Furthermore, R&D subsidies by the government sector can help to advance commercialization of innovative technologies combining basic and applied research, a point taken up in Pizer and Popp (2007). As of yet, little empirical evidence on the interaction of private and public R&D exists. Future empirical research should therefore concentrate on the estimation of the difference between private and social returns on R&D as well as on the effect of significant changes in public R&D apart from private research efforts.


An additional significant aspect taken up in Sue Wing and Popp (2006) and Löschel (2002) is the crowding out effect. Since the knowledge-generating resources are scarce, investment in R&D possibly crowds out other investment. This effect can be viewed as a consequence of imperfect knowledge markets, too. Due to the high social returns on R&D, the opportunity costs of investing in research rise if R&D is funded by the public sector. Especially when governments subsidize efforts in environmental and energy-related research, the rate of return in this sector increases, which results in the neglect of other R&D branches. Hence, technology develops faster in energy-related industries and less rapid in other fields.

Investment in R&D is typically modelled via a variable representing R&D or knowledge, respectively. In non-environmental models this variable usually aims at capturing productivity gains through research. In climate models additional emphasis is put on decreasing greenhouse gas emissions and reducing abatement costs. In the following sections we will expose some more detailed information regarding the incorporation of R&D efforts in various modelling approaches.

2.2 Spillover Effects

Spillovers from R&D, or positive technological externalities, are an element of TC strongly connected with investment in R&D. They arise when information obtained by the innovative activities of one economic agent becomes public so that other agents, not involved in the innovation process, profit from that research by using this information or even copying the whole product. Thus, those effects are one more feature illustrating the imperfection of knowledge markets. Clarke et al. (2006a) provide some examples for spillovers. Developments in software industries, for instance, contributed a lot to the evolution of hybrid electric cars. 


Since society in general benefits from spillover effects it is now clear why the social rates of return to R&D investments are higher than the private rates. Nordhaus (2002) finds evidence for social returns of 30 to 70% p.a. while private returns on capital range between 6 and 15% p.a. in the United States. In the profit-maximizing framework firms decide on their investments with respect to the private rate only, leading to market failure and suboptimal levels of R&D, see Pizer and Popp (2007). These authors also call attention to the existence of high opportunity costs due to spillovers. As mentioned in the previous subsection, the high social returns of energy and environmental R&D can thus lead to the crowding out of other research efforts, especially if the former is subsidized by the public sector. In order to internalize spillover effects and to raise the incentives of investing in research, governments often subsidize R&D efforts as spillovers “provide the source for long-term growth in the macro-level new growth theory” (Löschel, 2002).


Clarke et al. (2006a) present several classifications of spillover effects. First, we can categorize direct and indirect spillovers. The former result from technological advances in one industry which do not require any additional efforts from the receiving industry whereas the latter need own exploitation activities by the recipient. Second, we can distinguish international (between countries), inter-industry (between industries) and intra-industry (within one industry) spillover effects. In addition, Clarke et al. (2006a) classify rent spillovers and knowledge spillovers. Rent spillovers occur when economic benefits are transferred. Analogously, knowledge spillovers arise when knowledge is transmitted. For example, if the necessary information to produce an intermediate good can be kept secret, other firms using this good in their production chain might profit from the technological progress anyway, through lower prices or higher quality. This is a typical case of rent spillovers without the appearance of knowledge spillovers.


It remains to remark that there is still an incomplete understanding of spillover effects in the recent literature, as Löschel (2002) states. The whole research field is very active and, unfortunately, modelling approaches often capture the significance in an insufficient manner. Especially in a globalizing world spillovers are of greater importance, i.e. on account of more efficient transmission channels (e.g. the internet) the international effects gain larger significance.

2.3 Learning-by-doing

While investment in R&D is usually very expensive due to the costs of initial installations, those expenditures decline with growing experience, see Löschel (2002). The LBD concept is based on the assumption that an individual becomes more efficient at a task by frequently repeating it. Clarke et al. (2006b) state that the initial idea of LBD is anchored in the observation that employees on an assembly line improve their efficiency the longer they work there. The first steps to integrate LBD in economic models were taken by Arrow (1962). He emphasized the significance of the learning or experience curve which associates total costs and cumulative quantity. Löschel (2002) presents a one-factor LBD function, a simplified version of which is
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. This factor is usually referred to as progress rate (PR), determining the speed of learning. The learning rate (LR), defined by LR = 1–PR, expresses the percentage reduction in the costs of newly installed capacity when cumulative capacity doubles.


Mackay and Probert (1998) show that LBD can be divided into different phases. Learning rates are typically high for technologies in their development phase, and low for commercialized technologies. In this regard, McDonald and Schrattenholzer (2001) obtain rates for solar photovoltaics (PV) and wind power of 35% and 18%, respectively, whereas coal power plants have a rate of 3.7% only.
 Those stages should be taken into account when estimating learning rates of particular industries.


It is often difficult to distinguish between LBD and R&D, both elements influence each other. For example, experiences made by workers could help setting priorities in the R&D process resulting in feedback effects, see Clarke et al. (2006a). Furthermore, a major part of technological progress requires inputs from both learning and research efforts. Beside that, experience curves are statistical measures which incorporate spillovers and investment in R&D, too. Econometrical studies concerning LBD should therefore pay attention to this aspect by attempting to control for every source of TC. In this regard, Pizer and Popp (2007) refer to two-factor learning curves. They incorporate both learning-by-doing and investment in R&D. According to Pizer and Popp, the influence of research can be represented by multiplying the equation above by R&D-, where the variable R&D represents cumulative R&D. This approach explicitly addresses the missing causation inherent in one-factor learning models where no specific reasons for cost reductions become evident. Nevertheless, modellers have to take care of double counting when using two-factor learning curves. As mentioned above, distinction between both factors is often complicated, so future research needs clear benchmark reports and persistent comparison to avoid this double counting.

2.4 Technology Diffusion

Pizer and Popp (2007) put emphasis on the process of technology diffusion since innovations have to penetrate markets if technological progress is to be achieved. Usually, diffusion takes place gradually in an S-shaped fashion, meaning that adoption rates of new technologies increase relatively slowly in the initial phase, then accelerate, and eventually slow down due to market saturation. Problems in empirical modelling of diffusion arise regarding the correct timing of this process. Especially in climate models there are innovations which are adopted quite rapidly, e.g. through environmental regulations on emission reductions. On the other hand, energy-efficient technologies, mainly established to save costs, are implemented more slowly. Furthermore, if the time periods in the model are long enough, say decades, the diffusion process becomes less significant. This observation is based on findings by Popp (2001) that energy patents have the largest energy consumption effects in the first four years. In addition, Pizer and Popp (2007) state that market penetration is often reached within ten years or less. Moreover, diffusion across countries and regions is an important subject, as the majority of innovative research occurs in developed countries. For instance, about 50% of all global R&D efforts were done in the United States and Japan, see Pizer and Popp (2007). In a globalized world, developing countries, like China or India, are affected by those innovations, because those regions often are potential markets for the richer countries. In this regard, according to Pizer and Popp (2007) one can spot two reasons for diffusion across borders. First, research may influence the productivity in foreign countries, which is closely related to spillovers. Second, new technologies are simply adopted by foreign firms. Unfortunately, empirical work on the influence of foreign on domestic knowledge is rare and thus remains an active research field.

Finally, we have to notice that there exists little literature on the treatment of diffusion of environmental technologies although a lot of economists have dealt with the subject of diffusion in general. In the following section we will provide more detailed information on the modelling approaches and related problems concerning technology diffusion.

3 Modelling Approaches

In this section we are going to present approaches to model technological progress as well as interactions between the economy, the environment and the energy system. Two common possibilities are bottom-up models, a disaggregated approach, and top-down models which yield an aggregate perspective of the economy, see Löschel (2002). Bottom-up models represent a partial view of the energy sector describing sectoral and technological details and neglecting economy-wide relations. Top-down models, on the other hand, depict general economic development providing little information on technological facets. As the name suggests, bottom-up models attempt to draw conclusions for the complete economy by considering partial dependencies whereas top-down models go the reverse way.


Bottom-up approaches usually capture several energy technologies and take into account the possibility of substitution between energy carriers and processes. Their main purpose is to find methods to satisfy a given energy demand at minimum costs while simultaneously meeting system constraints, such as emission targets. Technological progress can be integrated into those models by means of new technologies substituting traditional ones. If innovative technologies work more cost-effective than conventional ones, the former instantaneously replace the latter (“snapshot technologies”), see Löschel (2002). This leads us to a shortcoming of bottom-up models: they leave little space for an incremental change but alter the system in a very radical and rapid way which is a property rarely found in the real world. In particular, transaction costs as well as demand side market failures are ignored. Another disadvantage is the incapability to explain price distortions, economy-wide interactions and income effects, see Böhringer and Rutherford (2006). This is due to the microeconomic perspective inherent in bottom-up modelling. The major benefit of that approach arises from the detailed description of current and potential technologies making it suitable to clarify specific technological changes or the impact of exogenous policy restrictions.


Bottom-up approaches commonly use energy systems (ES) as their standard modelling tool presenting a highly disaggregated view of the economy. ES provide a detailed description of technologies contained in each considered sector. Within this spectrum, technological progress is mainly represented through learning-by-doing. Due to the specificity of ES models, they are well-suited to incorporate LBD since learning typically refers to particular technologies, see Pizer and Popp (2007) for more details. That is why LBD is less applicable in more aggregated approaches. In contrast, the poor availability of specific data for investment in R&D makes this element of ETC less appropriate for disaggregated models, as we will see later.


Top-down models treat energy systems in an extremely aggregated manner. They focus particularly on the examination of the entire economy, thus offering a rather macroeconomic view, incorporating continuous, smooth production functions where possibilities of substitution are represented by substitution elasticities, cf. Löschel (2002). Technological development is included through the relationship of inputs and outputs and their relative prices. Here, TC is a step-by-step procedure emerging through the change of relative prices of different technologies. In this regard, the TC representation in the top-down analysis corresponds more to reality than the radical change in bottom-up models, since conventional technologies are replaced gradually. That is why top-down models are qualified for analyzing long-term innovation. An additional advantage of top-down modelling certainly is the opportunity to represent feedback effects between distinct markets, e.g. through changes in the price system. In contrast, this approach fails to integrate assumptions on the prospective development of different technologies and costs.


Computable general equilibrium (CGE) models are the common tool when using the top-down approach. CGE models involve market interactions between households and firms. Household utility and production possibilities are usually represented by nested constant elasticity of substitution (CES) functions, see Löschel (2002). If endogenous technological progress is captured by models of that type, it is typically incorporated through investment in R&D and spillovers. A number of CGE models divide the economy into several sectors causing special empirical challenges, as Pizer and Popp (2007) find. In those kinds of models the knowledge stock of each single sector is required. This is a difficult task since corresponding specific data on the meso- and micro-level is harder to obtain than aggregate data. We will return to that point in more detail in the following sections.


In order to combine the advantages and to reduce the shortcomings of both approaches a lot of effort was put into hybrid models. These model types aim at merging the precise technology depiction of bottom-up and the versatility of top-down analyses. One example is given in Böhringer (1998) who describes technology in the energy sectors directly and links this to top-down functional forms in the other sectors finding that the hybrid approach is especially appropriate if relevant data, e.g. substitution elasticities of important industries, are hardly available as well as for the representation of TC through explicit future technologies.

4 Models Incorporating ETC and Their Data Sources

One of the central aspects of this paper is the requirement and provisioning of data. This is necessary for estimating essential parameters in econometric models and calibrating measures for the simulation of specific situations. There is no single data source to fully cover all requirements needed. Instead, sophisticated work is obligatory in order to meet the different features of each model. Technology learning, for instance, is typically represented through the interrelation of cumulated installed capacity and unit costs, see Messner (1997), Jamasb (2007), which makes the use of corresponding data necessary. The information required for investments in R&D, on the other hand, depends on the specificity of the applied modelling approach. Bottom-up models usually call for a lot more differentiated data than top-down approaches. CGE models often distinguish only fossil and non-fossil fuels or energy-intensive and non-energy-intensive sectors, respectively. In contrast, bottom-up approaches frequently use ES models which differentiate between several kinds of energy, such as nuclear power, solar PV, carbon energy, etc. This makes the usage of detailed data requisite.


A wide range of the literature concerning ETC favours patents as measure of innovative activities, see Popp (2001, 2002). The intuition behind this is the creation of new knowledge inherent in a successful patent application. Since they contain detailed information on the technology, assigning them to a particular research field is relatively uncomplicated though possibly tedious. Reliable data is offered by national and international patent offices, e.g. JPO, USPTO and EPO, and the OECD Triadic Patent Family Database. There are certain difficulties when measuring innovative efforts by the number of patent applications. One significant question is whether every application leads to real innovation and thus to substantial technological progress. However, this problem also arises in the consideration of other indicators for innovation. As our focus in this paper does not lie on the issue of patents, we turn particular attention to the empirical representation of investment in R&D and learning-by-doing in several modelling exercises. In the former case we encounter similar difficulties as with patent applications: not every investment in R&D is necessarily connected with technological progress. Nonetheless, both patents and R&D investments are usable proxies for innovative activities in terms of measurability.

Let us continue by compiling a survey of the databases that are used in several models incorporating ETC. We first consider examples of CGE and macroeconometric approaches. To begin with, Goulder and Schneider (1999) establish a CGE framework based on the accumulation of knowledge capital through R&D expenditures as the driving element of technological progress. In their model they distinguish conventional and alternative sources of energy. In addition, a market for intermediate goods is introduced in which products are manufactured by using either carbon-intensive or non-carbon-intensive materials. The data required for simulation runs of this model stem from the US. Information on inter-industry flows is reported in the Survey of Current Business (April 1994) published by the US Department of Commerce. Data concerning alternative energy is provided by Pacific Northwest Laboratories. Unfortunately, the authors did not obtain precise data relating to R&D expenditures since their principal aim is to gain qualitative insights about this feature. A rather qualitative view is also presented by Goulder and Mathai (2000). They model technological progress primarily via investment in R&D and technological learning. As in the previous case the authors do not use empirical information on these sources of TC. The only criterion where databases are explicitly named is CO2 emissions made available by the Intergovernmental Panel on Climate Change (IPCC). R&DICE, an integrated assessment model (IAM) including a CGE framework of the economy, was developed in Nordhaus (2002). R&DICE is founded on the Dynamic Integrated model of Climate and the Economy (DICE), introduced by Nordhaus (1994). It is a global approach without a detailed distinction of specific energy sectors. Endogenous technological progress is represented by means of investments in R&D. The calibration is again based on the US economy with data from the National Science Foundation (NSF) and the Bureau of Economic Analysis (BEA). The NSF offers detailed R&D expenditure data for the United States for the time period since 1991, structured by different industry branches and even explicitly exposing energy R&D. The BEA data on R&D expenditures are not as differentiated as those from the NSF, but they cover the period since 1959, thus providing relatively large samples on the macro-level. An econometric panel data study by Jaffe and Palmer (1996) examines the dependencies of R&D expenditures on different factors. Their sector-specific data regarding R&D are rooted in the Standard Industrial Classification of all Economic Activities (SIC) and stem from an NSF survey as well.


Another global model that has its roots in DICE is ENTICE-BR, introduced by Popp (2006), which is a modified version of ENTICE (for ENdogenous Technological Change), see Popp (2004). Unlike in DICE, which assumes exogenous TC, technological progress in ENTICE-BR is modelled via investment in R&D. Fossil fuels, a carbon-free backstop technology and a knowledge stock of energy efficiency are significant components of ENTICE-BR. Popp estimates energy R&D expenditures for the world by taking the corresponding percentage value of the US and transmitting it to the whole world. Unfortunately, he does not name the exact data source for those values.


Otto et al. (2006) establish a CGE model that includes a relatively detailed description of different industrial sectors, distinguishing in particular carbon-intensive and non-carbon-intensive industries and electricity generation. Here, the driving element of endogenous technical growth is again knowledge capital which is accumulated by expenditures on R&D and on education and investments in information and communication infrastructure. As appropriate investment data for knowledge capital are available for the Netherlands, the authors apply their model to the Dutch economy. The necessary information is obtained by the official national statistics of the Netherlands (Nationale Rekeningen). Data on fossil fuel inputs are accessible on the GTAP-EG database. A macroeconometric approach incorporating sectoral and regional specification is presented in E3MG (energy-environment-economy model of the globe), see Barker et al. (2006). This model was developed by the Tyndall Centre at the University of East Anglia and is based on E3ME which is a similar approach for the European Union, cf. Barker and Köhler (1998). Technological progress is embodied through investments in R&D in the sectoral energy demand equations and, using a bottom-up representation, through learning curves referring to regional investments in energy-generating technologies. The database created for E3MG includes information by OECD, IEA, GTAP, RIVM (the Dutch National Institute for Public Health and the Environment) as well as the World Bank and the IMF.


Energy systems are a standard tool of bottom-up modelling approaches. They are commonly based on technology learning as the source of technical change. A familiar example of ES models is MESSAGE, see Messner (1997), which was developed at the International Institute for Applied System Analysis (IIASA). In MESSAGE, the knowledge gained through the learning process is measured via the cumulative installed capacity, i.e. specific investment costs for electricity generation are required. The relevant data can be found in CO2DB, a database of CO2 mitigation technologies, administered by the IIASA. As mentioned previously, McDonald and Schrattenholzer (2001) collected and estimated learning rates for several energy-related industrial branches yielding an extensive gathering of these LBD parameters. Their results are based on various sources, e.g. IEA (2000), Joskow and Rose (1985) and Kouvaritakis et al. (2000). Table 2 in the Appendix summarizes the data sources of the presented models.

5 Available Data

We have now examined what data sources are applied in a range of analytical and econometric models. At this point some additional databases shall be presented which have not been mentioned so far. Many analyses rely on information provided by the OECD and the IEA. Yet there exists further material by these institutions, especially when we regard R&D oriented data. The IEA offers information on RD&D (research, development and deployment) expenditures. This database includes governmental investments in energy-related RD&D for all OECD countries. The data are very detailed, divided into several sectors: energy efficiency, fossil fuels, renewable energy sources, nuclear fission and fusion, hydrogen and fuel cells and other power and storage technologies as well as subdivisions of these sectors. For many countries, the former Western states in particular, information is provided since the early or mid 1970s. One problem concerning this database is that only public expenditures on RD&D are covered, i.e. only the macro- and meso-levels are well described and private investments are neglected in this data source. Furthermore, none of the models considered in this paper apply these data in their computations. Another R&D data source by the OECD is ANBERD (Analytical Business Enterprise Research and Development). This report involves industry-specific information based on the ISIC nomenclature for the period since 1987, thus offering private R&D expenditures data on the level of industrial sectors.
 However, a direct separation into general, energy-related and environmental innovations remains undone.


The Statistical Office of the European Communities, Eurostat, is one more possible source of data on R&D expenditures. This institution provides general information for the EU countries, like gross expenditures on R&D (GERD), as well as business enterprise R&D expenditures (BERD), hence including macro- and meso-level statistics. Industry-specific data is based on the general nomenclature of economic activities (NACE). Aggregate GERD and BERD information is quite extensive covering time periods since the beginning of the 1990s. On the other hand, disaggregated data on the basis of NACE sectors are still incomplete and differ broadly from country to country. Portugal, for instance, provides rather detailed data whereas large countries, e.g. Germany, France or Italy, lack of thorough information. Moreover, many industrial sectors keep their R&D investments confidential. Nonetheless, there are clear improvements in Eurostat’s R&D databases since the beginning of this century. In addition, for some sectors, e.g. mining, manufacturing or energy and water supply, Eurostat provides expenditures on environmental protection. On the EU level the data on that subject are available for the time frame since the mid 1990s. Since 2001 relatively specific information can also be obtained for some countries, in particular Germany, the Netherlands, Portugal, Slovenia, France and the United Kingdom. Those data could help us to identify environmental innovations. Eurostat even provides information on investments in pollution control and expenditures linked to cleaner technologies. These aspects can clearly be assigned to environmental innovations. Another feature of Eurostat is the Community Innovation Survey (CIS). In this survey companies are polled about their expenditures on innovations and the purposes of these investments. It might be possible to expose energy-related and environmental innovative efforts based on the aims stated by the enterprises. However, data from Eurostat have not experienced wide application in analyses as yet.


An additional promising database is currently established by the EU KLEMS project. This database intends to provide measures on various economic indicators, e.g. growth, productivity, capital formation and technological change, to name just a few. These data aim at capturing productivity contributions of capital, labour, energy, materials and services for all member countries of the EU-25 for the time period since 1970. In particular, Work Package 9, “Technical Progress and Innovation”, is of great importance for our concerns. The principal objectives of this work package include the provisioning of quantitative inputs for the database, the development of measures for R&D expenditures in order to create R&D or knowledge capital indicators, and the relation between productivity growth and R&D efforts, among others. R&D data are mostly obtained by mentioned sources, mainly ANBERD and national statistics as well as CIS. Although this information is available by now, this will be a significant data compendium covering many relevant subjects related to growth accounting. Central issues of this work package deal, for instance, with the composition of R&D, globalization of R&D efforts, surveys concerning the structure and organization of R&D in firms, or the effect of domestic innovations.
 The final publication of the EU KLEMS database can be expected by early 2008. As of yet, the most recent version from March 2007 involves various information on all EU-25 countries as well as Japan and the United States. In order to represent knowledge capital one can refer to capital services from information and communications technologies (ICT) since capital is divided into ICT and non-ICT capital for several EU-25 countries. For most of these states, corresponding data is available since 1970. Exceptions are Austria (since the mid 1970s), the Czech Republic, Hungary, Slovenia and Sweden (all since the mid 1990s). Despite some difficulties whether knowledge can solely be based on ICT, this assignment provides a good starting point for measuring innovative activity. In addition, ICT capital is mainly responsible for the storage of knowledge which makes its application more plausible. The data are disaggregated up to the industry level, supplying information of a precision similar to NACE or ISIC. A model where the EU KLEMS database may broadly be applied can be found in Inklaar et al. (2007). Their multi-sectoral model includes production functions using labour services, and both non-ICT and ICT capital services. These are variables which can all be found in the forthcoming EU KLEMS database. To see the full scope of applicability, we have to wait for its final release.


Table 1 summarizes the data availability for the coverage of R&D investments, LBD and spillovers as we explored it in sections 4 and 5.

Table 1: Data availability

	
	R&D
	LBD
	Spillovers

	
	Public
	Private
	
	

	Micro-level
	
	
	IIASA – CO2DB
	

	Meso-level
	IEA – Energy RD&D

Eurostat

NSF
	OECD – ANBERD

Eurostat

NSF

EU KLEMS
	
	

	Macro-level
	NSF

OECD

Eurostat
	NSF

OECD

Eurostat

EU KLEMS
	
	OECD

IMF


6 Conclusions

In order to cover the data requirements for models of endogenous technological progress, we have to distinguish between general information, e.g. capital stocks, production costs or greenhouse gas emissions, and data relevant for the description of ETC, i.e. investments in R&D in particular. For the former issue there exist quite a lot of data sources that capture important measures to depict the economy. On the other hand, it is harder to obtain appropriate information on the elements of technical progress. As mentioned previously, there is quite detailed data for R&D expenditures for the United States. The NSF, for instance, provides industry-specific statistics on research investments since the early 1990s. In contrast, disaggregated data for many European countries is often only available for this century which makes application in sectoral studies difficult as the sample size might not be large enough as yet. For this reason, the majority of models are applied to the US economy. Aggregate information for both public and private R&D expenditures is obtainable for most EU countries for the past two decades. If, in the future, the data maintenance of specific industries is performed in the same detailed way that it has been done in recent years, the problem of too little information could soon vanish. Nevertheless, Otto et al. (2006) find that statistical offices in the Netherlands, for example, provide well appropriable industry-specific data on knowledge investment. In any case, databases relevant for Europe are primarily offered by the OECD, the IEA and Eurostat. Furthermore, statistical offices of separate countries can also contribute to finding more particular data concerning sectoral R&D expenditures. Better prospects for improved data availability arise through the current development of the EU KLEMS database, as pointed out in the previous section. It remains to say that relevant data for non-triadic countries is hardly available. As the current principal polluters can be found in North America, Europe, Japan, and Australia, in particular, this does not cause huge difficulties at the moment. However, the economies of large developing countries, like China and India, are growing at high rates, resulting in increasing emissions by these states. In the future, relevant data for those cases is necessary in order to apply ETC models to these nations and to perceive what their share in prospective pollution abatement might be.


An additional problem in many models is that they are often not transparent regarding the data sources used to calibrate benchmarks for the simulation of certain situations. Frequently, calibration parameters rely on assumptions which are not clearly communicated, a point that is criticized by Pizer and Popp (2007). A particular difficulty is whether models intend to gain qualitative or quantitative insights. This often is not evident from the description of the approaches. Especially for variables related to the knowledge stock, there are a lot of examples where no explicit database is used but ad hoc assumptions are included. However, it might be useful to check those models for quantitative consistency of their results since this can help to understand the phenomenon of technological progress more deeply. Furthermore, usability of the mentioned data can be improved, e.g. through better coverage of firm level R&D expenditures or adjustments in the capture of research investments in EU countries. 

A central issue of this paper is the exposition of general, energy-related and environmental innovations. Structuring this is not a trivial task since well-structured data referring to this classification barely exists. We have already mentioned the IEA database which offers detailed information on energy RD&D for the OECD countries. This source could form a solid foundation although only public expenditures are covered there. To obtain meso- and micro-level data on investments in energy R&D, one could use disaggregated information from Eurostat, ANBERD or the EU KLEMS database. R&D spending in energy-intensive sectors, e.g. mining, electricity generation or manufacturing of metallic products, might be counted as energy-related innovations. Of course, this leads to some difficulties. Firstly, it is necessary to filter out the industries that consume the most energy relative to their production level. Furthermore, it is not clear whether all R&D efforts in those sectors really constitute energy-related innovations. We run into similar problems when attempting to measure environmental innovations. Besides some information on the environmental protection expenditures by Eurostat, there are no data which are definitely assignable to that issue. One starting point to identify environmental innovations is to associate industries with high greenhouse gas emissions (and pollution in general) and their R&D investments. This alone is not enough because it is not evident that all R&D expenditures in these sectors lead to environmental improvements in technology. However, one can try to measure the effects of R&D efforts. For instance, the usage of energy and material, the emission rates or the production of waste should be influenced if environmental innovations are present. In case of a significant correlation between R&D expenditures and those factors, environmental innovations could possibly be detected. This is a potential subject of future research for which econometric and statistical methods are required.


The final question to be examined is how the available data sources could be integrated in the discussed models. In aggregate approaches which distinguish only between energy-intensive and non-energy-intensive sectors, quite a lot of data is appropriable. For instance, with respect to public research investments one can use the IEA database on energy RD&D mentioned above. In models with a detailed sectoral classification, like E3MG, disaggregated data on different industrial sectors from Eurostat offer a good starting point despite the problem of the small sample size. The NACE based specification is transferable to the sectoral categorization used in those models. The principal difficulty in Europe is that data availability is good for some countries and very poor for others, mostly for former Eastern bloc countries. That makes a unitary European view difficult whereas in the US there is a common standard of data gathering.
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Appendix


Table 2 gives an overview of the data sources which are used in the models presented in section 4. We consider the elements driving TC in each model and, if available, the corresponding data basis.

Table 2: Data sources of models

	Model
	TC driver
	Data basis

	Goulder and Schneider (1999)
	R&D investment
	Survey of Current Business by US Department of Commerce; Pacific Northwest Laboratories

	Goulder and Mathai (2000)
	R&D investment; Learning-by-doing
	Intergovernmental Panel on Climate Change (data on CO2 emissions)

	R&DICE
	R&D investment
	NSF; BEA

	Jaffe and Palmer (1996)
	R&D investment
	NSF

	ENTICE-BR
	R&D investment
	no information

	Otto et al. (2006)
	Knowledge capital (investment in R&D, education and ICT)
	Official National Statistics of the Netherlands; GTAP-EG database (fossil fuel inputs)

	E3MG
	R&D investment; Learning-by-doing
	OECD; IEA; GTAP; RIVM (Dutch National Institute for Public Health and the Environment); World Bank; IMF

	MESSAGE
	Learning-by-doing
	CO2DB by IIASA


In addition, as mentioned previously, McDonald and Schrattenholzer (2001) provide a survey of learning rates in energy-related sectors.
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� The innovation stage describes the conversion of an invention into a commercial product, whereas the diffusion stage is portrayed by the invention’s incremental adoption by other firms in the market.


� Data sources for solar PV and wind power are for the EU and refer to IEA (2000). For coal power plants US values were taken which refer to Joskow and Rose (1985).


� For more details on the subject of top-down modeling, cf. Löschel (2002) and Böhringer and Rutherford (2006).


� R&D data are available since 1987 for most European OECD countries. The Czech Republic and Poland provide data since 1992 and 1994, respectively.


� For more detailed information concerning this work package, cf. http://www.euklems.net.





PAGE  
1

_1245222875.unknown

_1245223091.unknown

_1245223463.unknown

_1245222949.unknown

_1245222797.unknown

